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used to divide newspapers into two groups. Using the dendrogram and intergroup dissimilar-
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1. Introduction

Major advances have been achieved in research on media bias in recent years,1 including, in particular, two papers by
Gentzkow and Shapiro (2010) and Groseclose and Milyo (2005). Unlike earlier studies, which specifically define media bias
and uses human coders to conduct content analysis according to the given definition(Covert, Adkins, & Wasburn, 2007; Lott
& Hassett, 2004; Niven, 2003; Niven, 2004; Schiffer, 2006), these two papers exploit the United States' two-party system and
compare quantitative attributes of newspapers with those of members of Congress, whose political stance is usually well
defined.

Groseclose and Milyo (2005) compared the number of times think tanks are referenced by each media outlet with the num-
ber of times they are cited in speeches by members of Congress cited think tanks. Gentzkow and Shapiro (2010) ‘examined
the set of all phrases used by members of Congress in the 2005 Congressional Record and identify those that are used much
more frequently by one party than by another’. The two papers construct their indices based on Americans for Democratic
Action (ADA) scores2 of members of Congress and the similarity of language patterns between newspaper articles and speeches
by members of Congress.

The aim of this paper is to calculate an index of media bias of Chinese media. The lack of a two-party system in China prevents
us from applying to Chinese media a method similar to the one described above. From the perspective of statistical learning, the
method used by Gentzkow and Shapiro (2010) and Groseclose and Milyo (2005) can be considered supervised learning, with
hejiang University. I am grateful for comments and suggestions from Zhangyong He, LuWei, Bing Ye, Jianqin Li,
g. The suggestions of two referees greatly improved the quality of this paper.

survey.
ated by ADA. ADA selects 20 votes it considers themost important during that session and calculates a score for
ds on 20 votes. See more at: http://www.adaction.org/pages/publications/voting-records.php.
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members of Congress being the labelled training set. Our solution to the absence of training data is to use unsupervised learning
techniques, which do not require any prior information or belief regarding media bias.3

To measure media bias, we collected articles on the Eighteenth Party Congress in November 2012 from 21 Chinese newspapers
in seven provinces and the People's Daily. We extracted a document-term matrix from the text. Each row in this matrix is also an
object in the vector space that represents a particular newspaper. Hierarchical clustering is later used to divide newspapers into
two groups. Using the dendrogram and intergroup dissimilarities, this paper successfully constructs an index to indicate the direc-
tion and the magnitude of media bias. Given the two groups, we can also extract characteristic words to see what distinguishes
one group from the other.

To the extent that we employ hierarchical clustering, media bias reveals itself without our having to define it prior to analysis.
Hence, our index is always conditional on the sample: Theoretically, if we increase the sample size, all 22 newspapers can fall into
one group. Correspondingly, if we change the topic of study, newspapers from Zhejiang and Guangdong may fall into different
groups. Using unsupervised learning also enables us to analyse media bias in a broader sense. What we find in the data may
have nothing to do with political bias. Instead, the principal difference between two groups stems from characteristic word.
This difference is especially relevant because all newspapers in mainland China are subject to Party control. Because the term
‘media bias’ has been widely used in the literature, we use ‘media bias’ and ‘principal difference’ interchangeably.

Based on the methodology described above, our sample set of newspapers can be divided into two groups, including Zhejiang
and Guangdong on the one side and the rest on the other. We determine that newspapers from the same province are close on
the political spectrum, which may be the result of the structure of the Chinese propaganda system. The principal difference
amongst the Chinese media is reflected in two dimensions: ‘central/local’ and ‘political/economic’. Given that newspapers form
Zhejiang and Guangdong give more coverage to local and economic issues, we designate them as the LE (local/economic)
group. Accordingly, the other group is the CP (central/political) group.

Although our methodology is primarily inspired by Gentzkow and Shapiro (2010) and Groseclose and Milyo (2005) (from
supervised learning to unsupervised learning), we also borrow insights from other papers. Previous research, for instance,
indicates that we can control for nonideological factors by focusing on specific issues such as congressional party switchers
(Niven, 2003), scandals (Niven, 2004), economic events (Lott & Hassett, 2004), elections (Schiffer, 2006), and social issues
(Covert et al., 2007), which is why we choose to focus on the Eighteenth Party Congress of November 2012 in this paper.

Another predecessor is a recent paper by Qin, Wu, and Strömberg (2012), which measures media bias in the context of political
control and commercial motive. These researchers' analysis is driven by the theory of the function of unfree media in China. To
measure the degree of political control, these authors define three types of content: party line, mass line, and bottom line. Word
counting is used to measure the respective prevalence of these three types of content.

In comparison, this paper is data driven: As long as there are data, our method can be used to detect and quantify the principal
difference in this sample. We do not need theories regarding media bias to use this method. Moreover, when there are competing
theories, our method can be used to determine which theory has more explanative power. However, the lack of theories can
cause some problems. The danger is that a poor choice of sample and data will lead to meaningless results.

The paper is organised as follows. Section 2 introduces our method with a hypothetical sample. In Section 3, we use our data
to test our method. The political implications of the results are discussed in Section 4. Section 5 discusses the robustness of our
method. The conclusions are presented in Section 6.

2. Methods

In this section, we present our method of measuring media bias. Our premise is that with a properly defined distance and
using the hierarchical clustering technique, the ideological structure of the press can be determined. We can subsequently project
this structure onto a number line. Below, we use a hypothetical example to illustrate the method. A more detailed description of
the method can be found in the appendix.

A concept central to our method is the document-term matrix, which has been widely used in the field of natural language
processing.4 In a document-term matrix, columns correspond to terms (words or phrases) and rows correspond to documents.
In Table 1, we have 10 documents. They are randomly generated around (3,9) (Group A) and (9, 3) (Group B). To provide a visual
understanding of their relative positions, the sample is plotted in Fig. 1. If we agree that ‘efficiency’ is associated with the right
wing and ‘equality’ is associated with the left wing, the data seem to indicate that Group A is the left wing and Group B is the
right wing. However, in the real world, there are many terms, and there usually is no clear agreement regarding the political
meanings of these terms. Hence, let us proceed as if we do not know the meaning of ‘efficiency’ and ‘equality’.

The documents are also objects in a vector space associated with this matrix. To conduct clustering analysis, we need to define
distance between objects and distance between groups. In this paper, we use cosine distance, which is used most commonly
(Feldman & Sanger, 2007), and average distance, which makes our index more interpretable. To connect this matrix with
media bias in the real world, we require the following assumption:

Assumption 1. All else being equal, as the political stance of a newspaper deviates from that of another newspaper, the distance
between these two newspapers in vector spaces associated with relevant document-term matrices will increase.
3 Thanks two referees for suggesting this line of reasoning.
4 In this paper, it should be the newspaper-term matrix. However, we still use the conventional term.



Table 1
A hypothetical document-term Matrix.

Documents Efficiency Equality

Terms

A1 2.060319 7.654628
A2 3.275465 9.277274
A3 1.746557 11.381768
A4 5.392921 7.304436
A5 3.494262 8.879622
B1 7.557100 3.325132
B2 8.561211 2.186261
B3 9.388182 4.336717
B4 7.271802 3.893971
B5 9.293674 5.453427

Note: Entries in a document-term matrix are frequencies of corresponding term (‘efficiency’ or
‘equality’) that occur in corresponding documents (5 documents in Group A and 5 documents
in Group B) and should be integers. However, decimals will not change the results.
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This assumption states that the difference in political stance will be reflected in word use. The results of the studies of
Gentzkow and Shapiro (2010) and Groseclose and Milyo (2005) support this assumption: Newspapers (politicians) tend to
have different language patterns depending on their political stance. We have to be cautious, however, regarding the ‘all else
being equal’ condition. This condition may not hold. For example, writing styles in newspapers can vary widely. Articles that
express the same opinion in different styles can be distant from each other in the vector space and vice versa. We do not expect
this to happen for a large corpus, however. The effect of writing styles can be decreased by collecting more texts and controlling
for types of newspaper. Even if the impact of writing style is substantial, we do not expect it to be of serious concern because we
will be able to detect it with the steps described below.

Another potential problem is that different newspapers will focus on different topics. We can solve this problem by controlling
for types of newspapers. We may then find that even the same types of newspapers will focus on different topics during the same
period, which is later reflected in the vector space. However, this phenomenon is exactly what we want to measure. This type of
agenda-setting behaviour―deciding what is newsworthy and what is not―is of interest and will theoretically lead to suboptimal
public policy decisions (Anderson & McLaren, 2012; Baron, 2006; Bernhardt, Krasa, & Polborn, 2008; Besley & Prat, 2006).

Using the matrix described above along with properly defined distance between documents and between groups, we can
conduct hierarchical clustering to divide the documents into two groups. While there are different clustering algorithms, we
use hierarchical clustering because it provides more information, thus facilitating the construction of the index. As with other
clustering algorithms, the aim of hierarchical clustering is to obtain clusters such that objects within a cluster are similar to
one another, but different from those in other clusters.
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Fig. 1. Ten hypothetical documents. Note: The two dimensions are frequencies of corresponding term (‘efficiency’ or ‘equality’) that occur in corresponding
documents (5 documents in Group A and 5 documents in Group B).
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Fig. 2. The dendrogram of hierarchical clustering. Notes: (1) The nodes in this figure represent groups (the root node is the largest possible group—all the 10
documents). Each nonterminal node (ʻparentʼ) has two daughter nodes, representing the two clusters merged to form the parent. (2) The height of each node
is proportional to the value of the intergroup distance between its two daughters. We use cosine distance and average distance in the clustering process.
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The result of hierarchical clustering for our hypothetical example is illustrated in Fig. 2, which is a binary tree or dendrogram.
The nodes in a dendrogram represent groups. Each nonterminal node (‘parent’) has two daughter nodes, representing the two
clusters merged to form the parent. If nonideological factors have been controlled for, media bias should exist between the daugh-
ters of the root node. In a dendrogram, the height of each node is proportional to the value of the intergroup distance between its
two daughters. In Fig. 2, the nodes are ordered to reflect distance from each other. For instance, in Fig. 2, the distance between A4
and Group B is smaller than the distance between {A1,A2,A3,A5} and Group B. The structure of Fig. 2 is similar to that of Fig. 1
with A3 and B2 being the most ‘extreme’ points, and A4 and B5 being the most ‘moderate’ points.

When we obtain two clusters, we may want to determine how one cluster differs from the other, i.e., the principal difference
between the two clusters. This difference is relatively straightforward in this hypothetical example because there are only two
words and their meanings are clear: one group cares more about efficiency, and the other group cares more about equality.
However, with real data, there will be thousands of terms in the document-term matrix, and the meanings of these words will
sometimes be unclear.

Our aim is to find words characteristic of each cluster. The key point is that characteristic words of one group are used more
frequently by this group and less frequently by the other group.5 Hence, in this example, the word characteristic of Group A is
‘equality’ and that of Group B is ‘efficiency’. In the appendix, we describe in more detail our algorithm to find characteristic words.

Note that characteristic words can vary from sample to sample. The principal difference detected in a sample about a party
congress are likely to be notably different from that in a sample regarding other topics, such as a natural disaster, for example.
Furthermore, if the effect of writing style is substantial, the characteristic words will be correlated with writing style rather
than political stance. To complicate matters, there is a danger that the characteristic words may not reflect anything, which
means that newspapers are very similar based upon all meaningful criteria. Distances between newspapers might result from
stochastic error. This finding would suggest that the sample collection of documents provides little evidence for the existence
of media bias. Note that statistical techniques have been developed by Shimodaira (2002), Shimodaira (2004), and Suzuki and
Shimodaira (2004) to calculate p-values for hierarchical clustering via multi-scale bootstrap resampling.

Next, we calculate the index of media bias. An index will be of interest if we want to incorporate media bias into further quan-
titative research. An intuitive approach is to project the tree in Fig. 2 onto a number line (‘the political spectrum’). This is our aim
in this paper. Note that some modifications are required to do so. In the appendix, we describe how this projection works. The
results are shown in Table 2.

3. Data and results

This paper investigates media bias in China. To control for irrelevant factors, we analyse news articles on the Eighteenth Party
Congress that took place in November 2012. We investigate newspapers from Beijing, Shanghai, Zhejiang, Guangdong, Jilin, and
Shanxi. To make this analysis more representative, we choose three newspapers (one party newspaper and two municipal news-
papers) from each province based upon their circulation numbers. Because of the importance of the People's Daily, we also include
5 (Gentzkow & Shapiro, 2010) also have this step. They use statistical testing to find those words that can distinguish Democrats from Republicans.



Table 3
The sample.

Province/municipality Newspaper

Beijing Beijing Daily, Beijing News, Beijing Times
Zhejiang Zhejiang Daily, City Express, Qianjiang Evening News
Shanghai Liberation Daily, Oriental Morning Post, Xinmin Evening News
Guangdong Southern Daily, Southern Metropolis Daily, Yangcheng Evening News
Shanxi Shanxi Daily, Shanxi Evening News, Taiyuan Evening News
Jilin Jilin Daily, New Wenhua Post, City Evening News
Chongqing Chongqing Daily, Chongqing Times, Chongqing Morning Post
Countrywide People's Daily

Note: For the seven provinces, the first newspaper is the official newspaper of its Provincial Committee.
Sources: CNKI (cnki.net) and the China Digital Library (www.apabi.com).

Table 2
An index of bias for the hypothetical example.

Indices Original index Z score

Documents

B2 −0.148952561 −1.0058789
B1 −0.150025103 −0.9353636
B3 −0.150004343 −0.9352392
B4 −0.149047683 −0.9295080
B5 −0.148952561 −0.9289381
A4 0.139336029 0.7981667
A5 0.169649456 0.9797710
A2 0.169688839 0.9800070
A1 0.170243222 0.9833282
A3 0.171966929 0.9936548

Note: ‘Original index’ is calculated based on the projection method in the appendix and distances
obtained in the clustering process. Z score is the standardised index of ‘original index’.
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it in our sample (see Table 3). Every day during the month of November 2012, one article from each newspaper is randomly
selected from articles (e.g., feature reports, opinions, and editorials) that contain the word ‘十ハ大’ (the abbreviation in Chinese
for the 18th Communist Party of China National Congress in Chinese).6 Our data sources are CNKI (cnki.net) and the China Digital
Library (www.apabi.com).

The environment for data analysis is R. After obtaining the sample, we break all sentences into words. Next, we delete punc-
tuation marks and stop words. Stop words are words that are frequently used but convey little information. Examples in English
include ‘the’, ‘a’, and ‘which’. After these steps, we obtain our document-term matrix. This matrix is usually sparse, containing tens
of thousands of terms. We thus need to remove the ‘unimportant’ terms. In our analysis, terms that are not used by at least 90% of
newspapers are removed,7 resulting in a 22×7492 matrix.

Next, we can conduct clustering analysis. The resulting dendrogram is shown in Fig. 3. We detect two groups and an outlier,
Southern Metropolis Daily. As mentioned in the introduction, let LE denote the cluster containing City Express, Yangcheng Evening
News, Southern Daily, Qianjiang Evening News, and Zhejiang Daily, and CP the cluster containing the other newspapers.

Is this result statistically significant? This question is difficult to answer. Because we have only 22 objects (newspapers), it is
meaningless to use a resampling method, which is the only method we have, to calculate the p-values of clusters. Fortunately, we
can compare the words characteristic of the two groups respectively to assess whether they exhibit political differences. Following
the steps described in the appendix, we obtain two frequency tables, shown in Table 4. Note that because the distance between
Southern Metropolis Daily and LE is smaller than the distance between said paper and CP, we merge Southern Metropolis Daily with
LE when we extract their keywords. We translated these phrases into English based upon the official translation of the Report to
the Eighteenth National Congress of the Communist Party of China. Note that some phrases can have multiple meanings; conversely,
multiple phrases can have virtually the same meaning, which is why LE’s frequency table contains the term ‘people’ twice. The
first refers to ‘群众’ and the second to ‘人民’. We include the original table in Chinese in the appendix.

Based on the results in Table 4, we can infer that the LE group covers mostly local economic issues, whereas the CP group
covers mostly political issues and repeatedly expresses loyalty to the central government/committee. We discuss these terms in
more detail later.
6 In our sample, we choose the first article in the search results.
7 Another way is to removewords with low overall frequency. In that case, we have to set different thresholds for different samples. In contrast, a percentage thresh-

old can be constant across samples. Another reason is that wordswith low frequency can still be important if they only appear in several documents because they signal
the characteristics of these documents.

http://cnki.net
http://www.apabi.com
http://www.apabi.com
http://www.apabi.com


Fig. 3. The cluster dendrogram. Notes: (1) The nodes in this figure represent groups (the root node is the largest possible group—all the 22 newspapers).
Each nonterminal node (‘parent’) has two daughter nodes, representing the two clusters merged to form the parent. (2) The height of each node is proportional
to the value of the intergroup distance between its two daughters. We use cosine distance and average distance in the clustering process. Sources: CNKI (cnki.net)
and the China Digital Library (www.apabi.com).
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Next, we calculate the index. We obtain the results shown in Table 5. The sign of the index number indicates the direction
of media bias. We address the outlier by ignoring it at first and treating {LE,CP} as the root node. After identifying LE and CP’s
respective positions on the number line, we calculate the position of Southern Metropolis Daily according to the distance between
it and {LE,CP}.
Table 4
The characteristic words of CP and LE.

Terms (CP) Frequency Terms (CP) Frequency Terms (LE) Frequency Terms (LE) Frequency

Publicity 535 Work hard 290 Enterprise 415 Activity 127
Thought 485 Emphasise 289 Spirit 223 People 125
Congress 467 Party members 281 Market 213 City 122
Economics 465 Continue 280 Learn 185 Have 121
Requirement 454 Educate 279 Hangzhou 180 This year 120
Apply 433 Plan 276 Socialism 179 Goal 119
Question 432 Opening up 276 Report 176 Set forth 119
Politics 428 Theory 274 Shenzhen 172 Official 116
Country 418 Further 271 Focus 163 Implement 114
Enhance 415 Great 270 All around 160 Currently 114
Comrade 386 Many 266 Policy 156 World 111
Intensive 375 Aspects 262 International 153 Environment 110
Task 371 Profound 259 Industrial 150 Shunde 108
News 366 Outlook on development 257 Progress 149 Management 107
Major 359 Serve 255 Characteristic 145 Carry out 105
Civility 358 Accelerate 249 Zhejiang 144 Project 104
Moderately prosperous 344 Guidance 247 Represent 142 Transformation 104
More 342 Living 246 Leadership 141 Adhere to 102
Cause 337 Strategy 244 Journalist 140 Promote 102
Complete 315 Hu Jintao 243 Make 137 Conference 101
Hold 308 Standard 243 Future 136 Carry out 101
Must 300 Basic 238 Science 132 Improve 101
Innovate 297 Ecology 132 Technology 99
Harder 293 People 130 Requirement 99
Central committee 293 Guangdong 128 System 99

Notes:

1. LE denotes the cluster containing City Express, Yangcheng Evening News, Southern Daily, Qianjiang Evening News, and Zhejiang Daily, and CP denotes the cluster
containing the other newspapers. We include Southern Metropolis Daily, the outlier, in LE when we calculate the results in this table.

2. We translate these phrases into English based upon the official translation of Report to the Eighteenth National Congress of the Communist Party of China.
Sources: CNKI (cnki.net) and the China Digital Library (www.apabi.com).

http://cnki.net
http://www.apabi.com
http://www.apabi.com
http://www.apabi.com


Table 5
The index of media bias.

Indices Original index Z-score

Newspapers

Southern Metropolis Daily −0.135209271 −2.911730479
City Express −0.065073794 −1.423198896
Yangcheng Evening News −0.05601426 −1.230922418
Southern Daily −0.051593451 −1.137096667
Qianjiang Evening News −0.040344209 −0.898346569
Zhejiang Daily −0.030849889 −0.69684234
Chongqing Daily 0.010932343 0.189929585
People's Daily 0.013685746 0.248366876
Jilin Daily 0.014900601 0.274150547
New Wenhua Post 0.015104302 0.278473828
Shanxi Evening News 0.015790125 0.293029503
Liberation Daily 0.019031372 0.36182063
Oriental Morning Post 0.020073887 0.383946615
Beijing Daily 0.021910612 0.422928644
Taiyuan Evening News 0.022571381 0.436952581
Beijing News 0.02335146 0.453508713
Xinmin Evening News 0.023698201 0.460867826
Chongqing Morning Post 0.024175045 0.470988202
Chongqing Times 0.024449015 0.476802848
Beijing Times 0.036375903 0.729935075
Shanxi Daily 0.06127516 1.258388463
City Evening New 0.075394259 1.558047433

Note: ‘Original index’ is calculated based on the projection method in the appendix and distances obtained in the
clustering process. Z score is the standardised index of ‘Original Index’.
Sources: CNKI (cnki.net) and the China Digital Library (www.apabi.com).
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4. Discussion of results

4.1. Party supervises mass media

First, we observe that newspapers from the same province are close on the political spectrum. Liberation Daily and Oriental
Morning Post, Chongqing Morning Post and Chongqing Times, and Jilin Daily and New Wenhua Post are next to each other on the
political spectrum. Similarly, the LE group comprises six newspapers from Zhejiang and Guangdong.

To test the hypothesis that newspapers from the same province have similar political stances, we create a 22*22 dummy
matrix, where 0 stands for ‘from same province’ and 1 for ‘from different provinces’. Nest, we use the Mantel test to test the
null hypothesis that this dummy matrix is uncorrelated with the distance matrix calculated from our index (rather than the orig-
inal distance matrix). The significance is well below 0.01, which suggests that we can safely reject the hypothesis that the dummy
matrix and the distance matrix are uncorrelated. The observed correlation, r=0.1665, suggests that the matrix entries are posi-
tively correlated. Therefore, we can claim that newspapers from the same province tend to have similar political stances.

This fact can be interpreted as resulting from the principle that the party supervises the work of the mass media. Indeed, party
committees (directly or indirectly) control newspapers in their jurisdictions. For example, local commercial newspapers are
required to reprint politically important articles, usually editorials, of party newspapers of the same level. This requirement is
likely to reduce the distance between the newspapers in the ideology space.
4.2. Central/local and political/economic

To determine the principal difference amongst newspapers in the sample, we cannot rely on any predetermined meaning
of ‘media bias’, as it varies from country to country and time to time. Fortunately, we can observe how the LE group and the
CP group differ from each other by examining Table 4. On the one hand, the CP group repeatedly mentions political/ideological
issues (‘publicity’, ‘congress’, ‘thought’, ‘comrade’, and ‘theory’), whereas the LE group frequently references economic issues
(‘enterprise’, ‘market’, ‘policy’, ‘international’, ‘industrial’, ‘science’, ‘ecology’, and ‘technology’). This is the political/economic
dimension. At the same time, the CP group is constantly expressing loyalty to the central committee (‘apply’, ‘enhance’, ‘task’,
‘complete’, ‘must’, and ‘work hard’), while the LE group regularly mentions toponyms of their homemarkets (‘Zhejiang’, ‘Hangzhou’,
‘Shenzhen’, ‘Guangdong’, and ‘Shunde’). This is the central/local dimension.

Why do newspapers from Zhejiang and Guangdong cover predominantly economic and local issues? A possible explanation
is that rich entrepreneurs in Zhejiang and Guangdong, where the private sector prevails, exert considerable influence over local
governments. It is beyond the scope of this paper, however, to model interactions amongst governments, media and elites. The
political/economic dimension, moreover, can also be perceived as a part of ‘depoliticised politics’ by Wang (2006).

http://www.apabi.com
http://www.apabi.com


56 H. Yuan / China Economic Review 38 (2016) 49–59
4.3. Cherry-pick by politicians

We observe that terms in Table 4 are not antagonistic. This finding makes sense because all newspapers in China are subject to
Party control. Instead of debating with each other directly, which is not allowed, newspapers choose what they want to report
from official documents, leaving out what they do not like. This is best exemplified by the following statements:

(We should) plan for the long term and take all things into consideration. Distribute the pie more fairly while enlarging the
pie. [Bo Xilai, the then Secretary of the Chongqing Municipal Committee of the Communist Party of China (CPC), 10 July 2011].

Unswervingly adhere to economic development as the central task, and unswervingly adhere to the Scientific Outlook on
Development. This is of great pertinence... A fair division of the pie is not the emphasis of our work; it is enlarging the pie that
is important—this is pertinent. These words are not new, but it is novel to emphasise them now. [Wang Yang, the then Secretary
of the Guangdong Provincial Committee of CPC, 11 July 2011].

This is a rare case of public debate between CPC officials. Bo Xilai's speech was the headline story of the next day's Chongqing
Daily, whereas the informal and fierce words of Wang Yang only appeared in New Express, a tabloid affiliated with Yangcheng
Evening News. In fact, we can find arguments in official documents of the Central Committee to support both of them. The follow-
ing statements are extracted from the Report to the Eighteenth National Congress of the Communist Party of China:

Taking economic development as the central task is vital to national renewal, and development still holds the key to address-
ing all the problems we have in China... A proper balance should be struck between efficiency and fairness in both primary and
secondary distribution, with particular emphasis on fairness in secondary distribution.

The first statement can be used to support Wang Yang, and the second can be used to support Bo Xilai.
5. Robustness

As we discussed in Section 2, we should control for irrelevant factors to claim that our index is truly an index of media bias.
Given that there are many factors that can influence news articles, we most likely fail to control for all of them. We maintain that
our method still works. In fact, at the initial stage of this project, we conducted clustering analysis using 21 newspapers from
seven provinces along with the Report to the Eighteenth National Congress of the Communist Party of China. It came as no surprise
that the report itself constituted one group, and all of the newspapers composed the other group. The result is not invalid in that
in this particular sample the principal difference is the type and writing style of these documents. The wording of an official report
is most likely different from that of a newspaper.

Consider another example. Say that we are looking at a collection of documents containing only local newspapers from New
York and Washington, and we want to identify left wing and right wing papers in the sample. We may find that the characteristic
words are words or phrases related to the two cities. This is not what we want to measure. However, we can simply extract more
clusters. The dendrogram of hierarchical cluster analysis depicts all possible clusters. Thus, if we divide the collection of docu-
ments into four clusters, we may be able to distinguish left from right within each city. At any rate, controlling for irrelevant
factors as the first step is always the best choice.

The existence of nonpolitical differences is not a concern, as long as we obtain politically meaningful characteristic words, as
shown in Table 4. In our analysis, one of our initial hypotheses was that the principal difference might be the difference between
commercial and party newspapers. Had this been the case, we would have found all the party newspapers in one group and all
the commercial newspapers in the other. Fig. 3, however, rebuts this scenario. While party newspapers and commercial newspa-
pers are indeed highly different in terms of readership and what they can report, what our results suggest is that this type of
difference is not the most relevant one in our sample.

In a word, the ability of our framework to detect and quantify the principal difference in ‘any’ sample makes it applicable to
the analysis of other topics in other samples.
6. Conclusion

Although the CPC adheres to the principle that the Party supervises the work of the mass media, we observe substantial dif-
ferences amongst Chinese newspapers. The principal difference observed in Chinese media is reflected in two dimensions: central/
local and political/economic. This finding is different from what (Gentzkow & Shapiro, 2010) observe in the U.S. Our method can
also convert the principal difference into an index, which can be incorporated into related research.

The method that we use in this paper can detect and quantify the principal difference in a sample without imposing prior
beliefs. This method requires only text from newspapers and therefore has the potential to be applied in other spheres. For
instance, when there is a natural disaster or an accident, party newspapers may behave differently from market-oriented news-
papers. Our method can be used to detect and quantify this difference.

Our sample is limited, however, which can be problematic for two reasons. First, all of our results are conditional on this
limited sample. The structure that we observe may be violated if we add more newspapers. The detected principal difference
could change substantially if we change the topic. Second, only with a large sample can we use a resampling method to calculate
the p-values of clusters. The characteristic words identified in this paper are meaningful. With more solid statistical validation,
however, our results would be more convincing.
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Appendix A. Characteristic words

To find out how one cluster is different from another, we use a simple algorithm.
First, we add together rows in the same cluster, yielding a matrix with just two rows. The value of each entry in this new

matrix is the frequency of the corresponding term in the corresponding cluster. Next we extract the 100 (or 200, such that we
can obtain meaningful results) most used words in each cluster, obtaining two frequency tables A and B. Next, we can use a
set of rules to extract two subsets Bp and Ap from B and A. The rules are as follows:

1. If a term (word or phrase) only appears in B, we keep it in Bp. The same goes for A and Ap.
2. If a term appears in both B and A, and the difference of the ranking numbers of this term in B and A is more than or equal to 10

(or another meaningful number), this term is kept in the subset of the frequency table where it is ranked higher.
3. If a term appears in both B and A, but the difference of the ranking numbers of this term in B and A is less than 10, we do not

keep it in either subsets.
After these steps, we obtain two new frequency tables, which may show us how one cluster is different from the other; this is
the principal difference. We can also use statistical testing to find those words that can distinguish the two groups, as in
(Gentzkow & Shapiro, 2010).

A.1. Projection of the structure

In this section, we discuss how to project the dendrogram onto a number line to obtain an index. First, the width of each node
should be proportional to the value of the intergroup distance between its two daughters. Below, we use a hypothetical example
to illustrate how to construct the index of media bias.

In Fig. 4, there are four terminal nodes: A, B, C, and D. The width and the height of each node are equal and proportional to the
value of the intergroup distance between its two daughters. For example, the width of the root node is 12, which is exactly the
height of the root node. Moreover, the order of terminal nodes is based on their similarity to their parent's siblings (Alon et al.,
1999). Within the cluster {A,B}, A is on the left side because the distance dist(A, {C,D}) between A and {C,D} is greater than the
distance dist(B, {C,D}) between B and {C,D}. C and D are ordered in the same way.

Next, we project this dendrogram onto a number line, where the origin is the midpoint of the root node. The signed distance
between a point and the origin can be used as an index of media bias. The sign of the distance represents the direction of media
bias and the absolute value of the distance represents the magnitude of media bias. Dendrograms from real data are usually much
more complex. In this situation, we could start from the root node and iterate this process.

This would be mistaken, however. If C is not a terminal node, then the daughter nodes of C might be on the left end of the
number line, which contradicts its structural position. Let ai denote the distance between the two daughter nodes of the ith
node (a1 is the intergroup distance between two daughters of the root node). Because we use hierarchical clustering, aiNaj∀ jN i.
Following the method above, we might have 0:5∑∞

i¼2aiN0:5a1. This is because the sequence {ai}i=1
∞ has no limits.

Thus we adopt a different method. Let bi denote the width of the ith node. By defining bi ¼ ð12Þ
i−1

ai, we have 0:5∑∞
i¼2bib0:5b1.

The implication of this method is that the difference between two groups is more important than differences within each group
(Table 6).
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Fig. 4. A way to project the dendrogram. Notes: (1) This is a hypothetical example used to illustrate our method. The nodes in this figure represent groups. Each
nonterminal node (‘parent’) has two daughter nodes, representing the two clusters merged to form the parent. (2) The height and the width of each node are the
same and proportional to the value of the intergroup distance between its two daughters.



Table 6
The characteristic words in Chinese.
Sources: CNKI (cnki.net) and the China Digital Library (www.apabi.com).

Note: LE denotes the cluster containing City Express, Yangcheng Evening News, Southern
Daily, Qianjiang Evening News, and Zhejiang Daily, and CP denotes the cluster containing
the other newspapers. We include Southern Metropolis Daily, the outlier, in LE when we
calculate the results in this table.
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